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ELEMENTARY SOLUTION OF VECUA EQUATION

WITH ANALYTIC COEFFICIENTS ON Z, Z

Miloje Rajovi�c, Dragan Dimitrovski, Rade Stojiljkovi�c

Abstract. An explicit solution of Vecua equation with analytic coe�cients on z, �z is given
in the form of a series which depends on the coe�cients A, B, F of the equation, and an analytic
function �(z) in the role of an arbitrary integration constant.

The proposed procedure is a generalization of the quadrature of the pseudo-
linear equation (1).

The well-known I. N. Vecua equation

@W

@�z
= A(z; �z)W +B(z; �z)W + F (z; �z);
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where G is a bounded closed domain of the complex plane, with a smooth curve �
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is solved in the monograph [1], and in the article [2], too, in the general case when
the coe�cients are some measurable functions in the domain G, �rstly by iteration
method, but only in that domain.

There are numerous systems of partial equations of the �rst order and elyptic
type with two unknown functions U(x; y) and V (x; y), who have the feature of
reducing to equation (1); for example, for the well-known Carlemann's system
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(3)
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in the case of analytic coe�cients a, b, c, d, f , g, it is possible to get the solution
of the system (3), written in the form (1), by the iteration methods of I. N. Vecua,
using the integral equation
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� = �+i�, but those iterations have only symbolic meaning and no practical validity
to solve the given system; they only give one way of qualitative judgement of the
solution.

This is the main reason why we now give one direct approach to solving the
equation (1) in the form of an explicit formula, which is a generalization of quadra-
tures, where the solution will depend only on coe�cients, using the method of
areolar series.

Theorem 1. Incomplete homogeneous I. N. Vecua equation with conjugation
of the unknown function W , and with analytic coe�cient A(z) which depends only
on a complex variable z,

@W

@�z
= A(z)W; (5)

has general solution in the form of series which depends on A(z), A(z) and �(z),
where the last function is analytic only on z and has the role of an arbitrary inte-
gration constant:
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(6)

The formula was proved for the �rst time by M. �Canak [6] (see also [4]). A
proof by the method of areolar series is given in the papers [3] and [4].

Taking the series

A(z) =
1P
k=0

akz
k; W (z; �z) =

1P
p;q=0

Cp;qz
p�zq

and using the fact that an areolar equation with analytic coe�cients has only
analytic solutions ([5], Cauchy type problem, proved by Dimitrovski-Ilijevski), we
get the coe�cients in polynomial form

Cp;q = Pp;q(a0; a1; a2; . . . ; ak); k 6 p� 1; q � 1: (7)

After the grouping and condensation of coe�cients Cp;q corresponding to the powers
zp�zq, it can be seen that it is possible to write these terms in the integral form asZ

Ad�z

Z
Adz

Z
� d�z;
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where the coe�cient Cp;0 is arbitrary, i.e. it determines an arbitrary analytic func-
tion �(z) =

P
1

p=0 Cp;0z
p.

The proof of these facts needs a detailed technical procedure and we think
there is no need to reproduce it here.

The solution (6) satis�es the equation (5) where A(z) = U(x; y) + iV (x; y) is
an analytic function for which Cauchy-Riemann's conditions Ux = Vy, Uy = �Vx
are valid. This inspires us how to solve a more general Vecua equation. Let the
equation

@W

@�z
= A(z; �z)W (8)

is given, where A(z; �z) is the given analytic function on z, �z. Since Cauchy-
Riemann's condition on A need not be valid now, the problem is much more general.
Also, the method of areolar series

A(z; �z) =
1P
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p�zq; W (z; �z) =
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Cp;qz
p�zq

and their summing, which would be natural to use here, too, is too much compli-
cated and it would be hard to get the solution in the form (6). That is the reason
why we shall use the operator method here.
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R
�

denote the reverse operation to conjugated di�erentiation @
@�z
, i.e.
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where the righthand side of (9) is a complex integral equation. But as analytic (in
wider sense) equation has an analytic solution (5), then it is

W =

Z
A(z; �z)W d�z +�(z); (10)

where �(z) is an arbitrary analytic function, the integration constant.

Theorem 2. The operator
R
�

F is a contraction operator, if F is an analytic
function, de�ned in a simple bounded region D.

Proof. Denote the righthand side of (10) by T (W ) =
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AW d�z + �(z) and we
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and so on. By induction we obtain that

jTnW1 � TnW2j 6Mnm
hn

n!
;

and as we can choose n so that (Mh)n=n! becomes arbitrary small, we can obtain
that

kTnW1 � TnW2k 6 qkW1 �W2k

with q < 1, that is the operator T determined by (10) is a contraction operator.

Theorem 3. Vecua equation (8) has the general solution written in the form
of the third approximation
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where the residue has the form
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Proof. Starting with iterations, from (10) we get W1 =
R
A(z; �z)W d�z +�(z),

where W =W 0 is an arbitrary initial value. Now de�ne the second approximation
W2 =
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In the same way we de�ne

W3 = �+�

Z
Ad�z

Z
AW2 dz

and so on. We can go arbitrary far in this direction. The process converges by the
�xed point principle, usnig the analyticity assumed.

This inspire us to solve the general equation (1) with arbitrary analytic coef-
�cients. Introducing the operator

R
�

, and starting from (1), we have

W =

Z
�

(AW +BW + F )

and since an analytic equation of the �rst order has an analytic solution
W (z; �z; A;B; F ) we get

W =

Z
(AW +BW + F ) d�z +�:
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But, since

W =

Z
(AW +BW + F ) d�z +� =

Z
(AW +BW + F ) dz +�;

by iteration it is easy to obtain the following

Theorem 4. The Vecua equation (1) with analytical coe�cients has the fol-
lowing representation of the general solution in the form of series of integrals of the
coe�cients and arbitrary integration elements:
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Or, stated in another way:

Theorem 5. The solution of Vecua equation can be written as a sum of four
summands

W (z; �z) =WA;� +WB;� +WA;B;� +WA;B;F (13)

whose forms are given in the formula (12), where one can see that each of the
coe�cients A, B, F particularly has an in
uence to the solution, while � is an
arbitrary analytic function in the role of the integration constant.

We see that there is no part with F , �, i.e. WF;� = 0, and so it follows:

Theorem 6. Unhomogeneity F has no in
uence to the form of the general
solution.

Applications. As Carlemann's system (3) can be easily reduced to (1), where
A, B, F simply depend on a, b, c, d, f , g, a great number of systems (3) of elyptic
type with analytic coe�cients can be solved through the functions

U(x; y) = ReW; V (x; y) = ImW

in the sense of general solution, where �(z) = �(x; y)+ i�(x; y), and where � and �
are arbitrary real harmonic functions which ful�ll the Cauchy-Riemann's conditions
�x = �y, �x = ��y.

By elimination of U (or V ), a great number of partial equations of the second
order
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can be solved, too (and, similarly, equations depending on the conjugated function
V (x; y)).

Conclusion. A simple procedure, formal-mathematical and iterative, solve
Vecua equation easier than it was done in the well-known article [2], through an
integral symmetrical formula, which is simple for appraisal and approximation,
which we didn't �nd in literature.

Remark. Fundamental theorem 3 is also formulated in a di�erent way in [7].
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