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ON CONTINUITY OF THE MOORE-PENROSE

AND DRAZIN INVERSES

Vladimir Rako�cevi�c

Abstract. Contrary to the usual inverse of a square matrix, it is well known that the
Moore-Penrose and Drazin inverses of a matrix are not necessarily continuous functions of the
elements of the matrix. This paper is a short summary of some results concerning the continuity
of the Moore-Penrose and Drazin inverses.

1. Introduction and preliminaries

Let X and Y be in�nite-dimensional Banach spaces, and B(X;Y ) the set of all
bounded linear operators from X into Y . We shall write B(X) instead of B(X;X).
For an element T in B(X;Y ) let N(T ) and R(T ) denote, respectvely, the null space
and the range of T . Recall that the reduced minimum modulus of T , (T ), is de�ned
by

(T ) = inff kTzk=dist (z;N(T )) : dist (z;N(T )) > 0 g: (1.1)

R(T ) is closed if and only if (T ) > 0 ([10], [19]). If there is S in B(Y;X), such that
TST = T , then R(T ) is closed and (T ) � 1=kSk [5, Lemma 4]. Let us remark
that 1=(T ) = k(T ), where k(T ) = supf inffkzk : Tz = yg : y 2 R(T ); kyk = 1 g.

Let An, (n = 1; 2; . . . ) and A be operators in B(X;Y ). We then write An !
s A

if the sequence An converges to A strongly.

For T in B(X;Y ) set �(T ) = dimN(T ) and �(T ) = dimX=R(T ). Recall that
an operator T 2 B(X;Y ) is semi-Fredholm if R(T ) is closed and at least one of
�(T ) and �(T ) is �nite. Let �+(X;Y ) (��(X;Y )) denote the set of upper (lower)
semi-Fredholm operators, i.e., the set of semi-Fredholm operators with �(T ) <
1 (�(T ) < 1). An operator T is Fredholm if it is both upper semi-Fredholm
and lower semi-Fredholm. Let �(X;Y ) denote the set of Fredholm operators, i.e.,
�(X;Y ) = �+(X;Y ) \ ��(X;Y ). We shall write �(X) instead of �(X;X), and
��(X) instead of ��(X;X) ([3], [6], [10]).
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Recall that if T 2 B(X), then a(T ) (d(T )), the ascent (descent) of T 2 B(X),
is the smallest non-negative integer n such that N(Tn) = N(Tn+1) (R(Tn) =
R(Tn+1)). If no such n exists, than a(T ) =1 (d(T ) =1).

If M and N are two closed subspaces of the Banach space X we set

�(M;N) = supf dist (u;N) : u 2M; kuk = 1 g (1.2)

and
�̂(M;N) = max [�(M;N); �(N;M)]: (1.3)

�̂ is called the gap (or opening) between the M and N [10, p. 197].

2. The Moore-Penrose inverse

Let C
m�n be the set of all m � n complex matrices. Let A 2 C

m�n , and
consider the Moore-Penrose equations :

AGA = A; GAG = G; (AG)� = AG; and (GA)� = GA: (2.1)

Penrose [14, Theorem 1] has proved that above four equations have a unique so-
lution for any A; he has called it the generalized inverse of A and he has written
G = Ay. The concept of a generalized inverses of an arbitrary matrix A 2 Cm�n

is originaly due to Moore 1920 [13] (called by him the general reciprocal). R. Rado
[15] has proved the equivalence of Moore's and Penrose's result, and today this
inverse is known as Moore-Penrose inverse, shortly M-P inverse of A.

Let us recall that for any A 2 Cm�n we have (Ay)y = A, (A�)y = (Ay)�,
(A�A)y = Ay(Ay)�, but in general AyA 6= AAy.

Let H and K be in�nite-dimensional complex Hilbert spaces. It is well known
(see e.g., [3], [6] or [19]) that A 2 B(H;K) has closed range if and only if there exists
a unique operator Ay 2 B(K;H) called the Moore-Penrose inverse (pseudoinverse)
of A which satis�es the following properties:

AAyA = A; AyAAy = Ay; (AAy)� = AAy and (AyA)� = AyA: (2.2)

Let A be a complex Banach algebra with identity 1. The element a 2 A is
(von Neumann) regular if a 2 aAa. The set of all regular elements in A will be

denoted by bA. Recall that an element a in A is hermitian if kexp(ita)k = 1 for
all real t [24]. In connection with the Moore-Penrose generalized inverse, we have
studied ( [16], [17]) the set of elements a in A for which there exists an x in A
satisfying the following conditions:

axa = a; xax = x; ax and xa are hermitian: (2.3)

By [16, Lemma 2.1] there is at most one x such that equations (2.3) hold. The
unique x is denoted by ay and called the Moore-Penrose inverse of a. Let Ay denote

the set of all elements in A which have Moore-Penrose inverses. Clearly Ay � bA,
and if A is a C�-algebra then Ay = bA [7, Theorem 6]. Given an element a 2 A let
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La denote the left regular representation of a, i.e., La(x) = ax; x 2 A. If a 2 Ay,
then it is known that kayk = 1=(La) [16, Theorem 2.3]. Let us remark that Harte
and Mbekhta ([7], [8]) have studied generalized inverse in C�-algebra A, i.e., they
have studied the set of elements a in A for which there exists an x in A satisfying
the following conditions:

axa = a; xax = x; (ax)� = ax and (xa)� = xa: (2.4)

Clearly (2.3) is a generalization of (2.4).

3. The Drazin inverse

Let us recall that Drazin [4] has introduced and investigated a generalized
inverse (he called it pseudoinverse) in associative rings and semigroups, i.e., if S is
an algebraic semigroup (or associative ring), then an element a 2 S is said to have
a Drazin inverse if there exists x 2 S such that

am = am+1x for some non-negative integer m, (3.1)

x = ax2 and ax = xa. (3.2)

If a has Drazin inverse, then the smallest non-negative integer m in (3.1) is called
the index i(a) of a. It is well known that there is at most one x such that equations
(3.1) and (3.2) hold. The unique x is denoted by ad and called the Drazin inverse
of a. If S is an associative ring and a 2 S has Drazin inverse then a may always be
written as

a = c+ n; (3.3)

where c; n 2 S, c has Drazin inverse, i(c) � 1, cn = nc = 0, and ni(a) = 0. The
elements c; n are unique. c is called the core of a, and n the nilpotent part of a.
Let us mention that in this case

c = a2ad and n = a� a2ad: (3.4)

We shall refer to c+ n as the core nilpotent decomposition of a ([1], [2]).

Recall that a square matrix always has Drazin inverse. But, if X is an in�nite-
dimensional complex Banach space, then it is well known that an operator T 2
B(X) has a Drazin inverse T d if and only if it has �nite ascent and descent. In
such a case, the index of T is equal to the ascent of T ([3], [6], [11]).

4. Continuity of the Moore-Penrose inverse

Contrary to the usual inverse of a square matrix, it is well known that the
Moore-Penrose generalized inverse of a matrix is not necessarily a continuous func-
tion of the elements of the matrix.

Example 4.1. ([23]) Let

A =

�
1 0
0 0

�
and E =

�
0 0
0 1

�
:
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For each � 6= 0 we have

(A+ �E)y =

�
1 0
0 �

�y
=

�
1 0
0 �

��1
=

�
1 0
0 ��1

�
:

Hence A+ �E ! A, (�! 0), but lim�!0(A+ �E)y does not exist.

The following theorem gives necessary and su�cient conditions for continuity
of the Moore-Penrose inverse of matrix.

Theorem 4.2. ([14], [23]) If An 2 Cm�n , A 2 Cm�n , and An ! A, then

Ay
n
! Ay , 9n0 : rankAn = rankA for n � n0. (4.1)

The continuity of the Moore-Penrose inverse of an operator on Hilbert spaces
has been studied by Izumino [9].

Theorem 4.3. ([9, Proposition 2.3]) Let H and K be Hilbert spaces. Let An

be a sequence in B(H;K), A 2 B(H;K), and An ! A. If Ayn and Ay exist, then
the following conditions are equivalent:

Ay
n
! Ay; (4.2)

sup
n

kAy
n
k <1; (4.3)

Ay
n
An ! AyA; (4.4)

AnA
y
n
! AAy: (4.5)

Concerning the strong convergence of the Moore-Penrose inverses Izumino has
proved the following theorem.

Theorem 4.4. ([9, Proposition 2.4]) Let H and K be Hilbert spaces. Let An

be a sequence in B(H;K), A 2 B(H;K), and An !
s A. If Ayn and Ay exist, then

the following conditions are equivalent:

Ay
n
!s Ay; (4.6)

sup
n

kAy
n
k <1; Ay

n
An !

s AyA and AnA
y
n
!s AAy: (4.7)

Remark 4.5. In contrast to the case of uniform convergence, Izumino [9,
Remark (1)] has proved that we can not deduce the inequality supn kA

y
nk < 1

from Ay
n
An !

s AyA (or AnA
y
n
!s AAy). For example, let A = I on X = l2, and

let

An = diag

nz }| {
f1; . . . ; 1; 1=n; 1=n; . . .g on X = l2; n = 1; 2; . . . :
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Now, An !
s A, and

Ayn = diag

nz }| {
f1; . . . ; 1; n; n; . . . g; n = 1; 2; . . . :

Hence Ay
n
An !

s AyA, but kAy
n
k = n, n = 1; 2; . . . , i.e., sup

n
kAy

n
k =1.

Now we show that some of the previous results could be presented in general
Banach algebras.

Theorem 4.6. ([17, Theorem 2.5]) Let A be a complex Banach algebra, fang a
sequence in Ay, and let an ! a 2 Ay. Then the following conditions are equivalent:

ay
n
! ay; (4.8)

sup
n

kay
n
k <1; �̂(N(L

a
y
n

); N(Lay))! 0; �̂(R(L
a
y
n

; R(Lay))! 0; (4.9)

ay
n
an ! aya and �̂(N(L

a
y
n

); N(Lay))! 0; (4.10)

ana
y
n ! aay and �̂(R(L

a
y
n

); R(Lay))! 0: (4.11)

If A is a C�-algebra, then the previous results could be presented in a simpler
form.

Theorem 4.7. ([8, Theorem 6], [18, Theorem 2.2]) Let A be a C�-algebra,
fang a sequence in Ay, and let an ! a 2 Ay. Then the following conditions are
equivalent:

ayn ! ay; (4.12)

sup
n

kaynk <1; (4.13)

aynan ! aya; (4.14)

ana
y
n ! aay: (4.15)

5. Continuity of the Drazin inverse

It is well known that the Drazin inverse of a matrix is not necessarily a con-
tinuous function of the elements of the matrix.

Example 5.1. ([1, Example 1]) Let

A =

0
@ 1 0 0
0 0 0
0 0 0

1
A and An =

0
@ 1 0 0
0 0 1=n
0 0 0

1
A :

Then An ! A, Ad

n
= A�1

n
, Ad = A�1, and hence Ad

n
! Ad. Let us remark that

rankAn > rankA for all n, and by Theorem 4.2 we have that Ayn 6! Ay.
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Example 5.2. ([1, Example 2]) Let

An =

0
B@
1=n 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

1
CA : and A =

0
B@
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

1
CA

Then

Ad

n =

0
B@
n n2 0 0
0 0 0 0
0 0 0
0 0 0 0

1
CA and Ad =

0
B@
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

1
CA :

Hence An ! A, rank An = rank A, and i (An) = i (A), but Ad

n
6! Ad. Let us

remark that by Theorem 4.2 we have that Ay
n
! Ay.

The following theorem gives necessary and su�cient conditions for continuity
of the Drazin inverse of matrix.

Theorem 5.3. ([1, Theorem 2]) Suppose that An 2 Cm�m , A 2 Cm�m , and
An ! A. Let A = C +N and An = Cn +Nn, n = 1; 2; . . . , be the core nilpotent
decompositions of A and An, n = 1; 2; . . . , respectively. Then

Ad

n ! Ad , 9n0 : rankCn = rankC for n � n0. (5.1)

In [22] we have studied the continuity of the Drazin inverse of bounded linear
operator on Banach space X , i.e., the continuity of the map A 7! Ad, A 2 B(X).
Then, among other things, as a corollary we have got the well known result of
Campbell and Meyer for the continuity of the Drazin inverse of square matrix
(Theorem 5.3). Let us mention that Campbell and Meyer in their proof used the
continuity of the Moore Penrose inverse of matrix. It seems that our proof of [22,
Theorem 2.2, Corollary 3.5] is more natural, because it does not invoke the Moore-
Penrose inverse and the de�nition of Drazin inverse does not clearly involve the
notion of the Moore-Penrose inverse.

Now we give the main result of [22].

Theorem 5.4. ([22, Theorem 2.2]) Let X be an in�nite-dimensional complex
Banach space. Let fAng be a sequence in B(X), and let An ! A 2 B(X). Suppose
that A and An, n = 1; 2; . . . , have Drazin inverses Ad and Ad

n
, n = 1; 2; . . . ,

respectively, and let A = C + N and An = Cn + Nn, n = 1; 2; . . . , be the core
nilpotent decompositions of A and An, n = 1; 2; . . . , respectively. Then the following
conditions are equivalent:

Ad

n ! Ad; (5.2)

Ad

nAn ! AdA; (5.3)

sup
n

kAd

nk <1; (5.4)
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�̂(N(Cn); N(C))! 0; and �̂(R(Cn); R(C))! 0; (5.5)

Cn ! C and �̂(N(Cn); N(C)) ! 0; (5.6)

Cn ! C and �̂(R(Cn); R(C)) ! 0; (5.7)

Cn ! C and sup
n

k(Cn) <1; (5.8)

sup
n

k(Cn) <1: (5.9)

As a corollary we get.

Corollary 5.5. ([22, Corollary 3.3]) Let An; A; Cn; C;Nn and N be as above
in Theorem 5.4. If the index of An, n = 1; 2; . . . , is bounded, i.e., if sup

n
i(An) <

1, then the following conditions are equivalent:

Ad

n
! Ad; (5.10)

�̂(N(Cn); N(C)) ! 0; (5.11)

�̂(R(Cn); R(C))! 0: (5.12)

Now we study the continuity of the Drazin inverse when operators have �nite
dimensional null spaces and when their ranges have �nite codimension. It is clear
that if T is semi-Fredholm and has Drazin inverse, then T is Fredholm. Let us
remark that the convergence problem of Drazin inverses is connected with pertur-
bation problem of them (see [20] and [21] for the recent results on perturbations of
semi-Fredholm operators with �nite ascent or descent).

Corollary 5.6. ([22, Corollary 3.4]) Let An, A, Cn, C, Nn and N be as above
in Theorem 5.4. If the index of An, n = 1; 2; . . . , is bounded and C;Cn 2 �(X),
n = 1; 2; . . . , then the following conditions are equivalent:

Ad

n ! Ad; (5.13)

�̂(N(Cn); N(C)) ! 0; (5.14)

�̂(R(Cn); R(C))! 0: (5.15)

there is an integer n0 such that �(Cn) = �(C); for n � n0; (5.16)

there is an integer n0 such that �(Cn) = �(C); for n � n0: (5.17)

Let us remark, that now it is clear that as a corollary of Corollary 5.6 we get
Theorem 5.3, the result of Campbell and Meyer.

We give next an equivalent condition for the strong convergence of Drazin
inverses, which is to be compared with Theorem 5.4.

Theorem 5.7. ([22, Theorem 3.6]) Let fAng be a sequence in B(X), and let
An !

s A 2 B(X). Suppose that A and An, n = 1; 2; . . . , have Drazin inverses Ad
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and Ad

n
, n = 1; 2; . . . , respectively. Then the following conditions are equivalent:

Ad

n !
s Ad; (5.18)

sup
n

kAd

n
k <1; and Ad

n
An !

s AdA: (5.19)

Remark 5.8. In contrast to the case of uniform convergence, we can not
deduce the inequality sup

n
kAd

n
k < 1 from Ad

n
An !

s AdA. For example, let let
A, X and An be as in Remark 4.5. Clearly, An !

s A, and

Ad

n
= diag

nz }| {
f1; . . . ; 1; n; n; . . . g; n = 1; 2; . . . :

Now Ad
nAn !

s AdA, but kAd
nk = n, n = 1; 2; . . . , i.e., supn kA

d
nk =1.

Let us mention that some of the previous results could be presented in general
Banach algebras. Now by Theorem 5.4 we have

Theorem 5.9. ([22, Theorem 4.1]) Let A denote a complex Banach algebra
with identity 1. Let famg be a sequence in A, and let am ! a 2 A. Suppose
that a and am, m = 1; 2; . . . , have Drazin inverses ad and adm, m = 1; 2; . . . ,
respectively, and let a = c + n and am = cm + nm, m = 1; 2; . . . , be the core
nilpotent decompositions of a and am, m = 1; 2; . . . , respectively. Then the following
conditions are equivalent:

ad
m
! ad; (5.20)

ad
m
am ! ada; (5.21)

sup
m

kad
m
k <1; (5.22)

�̂(N(Lcm); N(Lc))! 0; and �̂(R(Lcm); R(Lc))! 0; (5.23)

cm ! c and �̂(N(Lcm); N(Lc))! 0; (5.24)

cm ! c and �̂(R(Lcm); R(Lc))! 0; (5.25)

cm ! c and sup
m

k(Lcm) <1; (5.26)

sup
m

k(Lcm) <1: (5.27)

Concerning the results from Section 4 we get the following theorem.

Theorem 5.10. ([22, Theorem 4.2]) Let A denote a complex Banach algebra
with identity 1. Suppose that all the assumptions from Theorem 5.9 are valid, and
that in addition c and cm are in Ay, m = 1; 2; . . . . Then the following conditions
are equivalent:

ad
m
! ad; �̂(N(L

c
y
m

); N(Lcy))! 0; and �̂(R(L
c
y
m

); R(Lcy))! 0; (5.28)

cym ! cy: (5.29)
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If A is a C�{algebra, then the previous results could be presented in a simpler
form.

Theorem 5.11. ([22, Theorem 4.3]) Let A ba a C�{algebra, and suppose
that all the assumptions from Theorem 5.9 are valid. Then c and cm are in Ay,
m = 1; 2; . . . , and the following conditions are equivalent:

ad
m
! ad; (5.30)

cy
m
! cy: (5.31)

Remark 5.12. Recently Koliha [12] has introduced and investigated a gen-
eralized inverse (he called it a generalized Drazin inverse) in associative rings and
Banach algebras, i.e., if A is a complex unital Banach algebra, then an element
a 2 A is said to have a generalized Drazin inverse if there exists x 2 A such that

a� a2x is quasinilpotent, (5.32)

x = ax2 and ax = xa. (5.33)

If a has generalized Drazin inverse, then there is at most one x such that equations
(5.32) and (5.33) hold. The unique x is denoted by aD. In our opinion it is an
open (and interesting) problem to �nd some necessary and su�cient conditions for
continuity of the generalized Drazin inverse.
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